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Introduction  

In January 2013, the Human Brain Project was among the two scientific “Flagships” selected by 
the European Commission aiming to “provide a strong and broad basis for future technological 
innovation and economic exploitation” (FET). The project should receive up to 1 billion euros in 
10 years and “should lay the technical foundations for a new model of ICT-based brain research, 
driving integration between data and knowledge from different disciplines, and catalysing a 
community effort to achieve a new understanding of the brain, new treatments for brain disease 
and new brain-like computing technologies” (HBP Report 2012, 3). Just a few days later, US-
president Barak Obama announced a related initiative for the US, aiming to invest several billion 
dollars to examine the workings of the human brain (Markoff 2013). Both initiatives exemplify 
the huge transformation of various scientific fields that rely increasingly on computer power not 
only to organize data, but to generate new knowledge (Winsberg 2010). Prominent examples are 
climate research and cosmology. Given the historical interconnection between brain research and 
computer technology (see below), it is of no surprise that neuroscience uses the possibilities of 
today’s enormous computing capacities to deal with fundamental questions of their fields. 

This contribution is not about discussing the epistemological consequences of in silico experi-
ments in neuroscience, which – as a general topic – is increasingly analyzed in philosophy of 
science and science studies (e.g., DeLanda 2011, Gramelsberger 2010). I will also not comment 
on the controversy whether and to what extent simulation approaches allow solving problems in 
neuroscience and on the specific problems large-scale funding initiatives may have on scientific 
practice. Rather, I discuss the ethical consequences when the brain is object of simulation ap-
proaches. This not only refers to the simulations per se, but also to the underlying restructuring 
of knowledge organization that accompanies such huge modeling approaches. As the initiators of 
the Human Brain Project have pointed out, “the major obstacle that hinders our understanding of 
the brain is the fragmentation of brain research and the data it produces” (HBP Report 2012, 3). 
Thus, “simulating the brain” is not only a matter of the technology and practices that are directly 
involved in creating simulation code, building and using the models. It also involves sophisticat-
ed processes to organize empirical and theoretical knowledge that should inform the models. The 
HBP promoters write: “We propose that the HBP use these techniques to generate a scaffold of 
strategically selected data [my emphasis] on the structure and functional organization of the 
human brain at different ages and at different levels of biological organization” (HBP Report 
2012, 30). This indicates the necessity to choose among potentially conflicting data, which in-
volves an important, but hidden normativity in model generation.  

In the following, I discuss two claims: First, I suggest that several ethical challenges that large-
scale simulations and knowledge organization within neuroscience will have, are currently not 
sufficiently addressed in the neuroethics community. Second, I predict that brain simulations will 
become equally political influential as climate models both with respect to guiding research in-
vestment allocation as well as to inform political decision making. Thus, lessons learned in cli-
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mate modeling with respect to the practice of model building will be important for large-scale 
brain simulations. 

 

Some historical remarks 

Computers have become an indispensable tool for simulations1 in science. In neuroscience, how-
ever, the relation between the tool for simulation and the object of simulation is bidirectional. 
Brain and computer were in a liaison since the conceptualization of information (Aspray 1985) 
and the emergence of early computers. Protagonists of the information age like Alan Turing or 
John von Neumann were inspired by brains when suggesting computation principles and archi-
tectures (e.g., Von Neumann 1958). For some time, during the climax of cybernetics, the com-
puter was a model for understanding biological information processing (which is evidently no 
longer the case) – and the brain with its impressive energy efficiency was and still is an inspira-
tion for building “new” computers in the context of so-called “neuromorphic engineering”. Brain 
modelers like Chris Eliasmith (Spaun model; Eliasmith et al. 2012) have announced to make 
increasingly use of neuromorphic computer chips for advance their models (personal communi-
cation; February 23rd 2013). Thus, (future) brain models will not only be implemented by soft-
ware programs running on (super-) computers, they may also include physical realizations of 
some principles of biological information processing (e.g., a combination of analog and digital 
technology). 

The interconnection of simulation tool and simulation object and the importance of the infor-
mation metaphor in neuroscience raise various questions, some of which already are discussed in 
the literature (e.g., Bennett & Hacker 2003; Garson 2003; Falkenburg 2012). Those epistemic 
issues like the meaning of the concept of ‘information’ in neuroscience are indeed important and 
should be investigated further in the context of the general discussion on the role of in silico 
experiments in research – they are, however, beyond the scope of this contribution. But it is 
worthwhile to mention a second aspect, the consequences of the “informatization” of neurosci-
ence on the scientific practice. In contrast to molecular biology, where notions like the ‘genetic 
code’ became major orientations for the scientists in the 1950s and 1960s despite the vagueness 
of the term (Kay 2000), the first attempt to grasp neurobiological processes in terms of infor-
mation theory and computation failed to become a productive orientation for research (Christen 
2006). This may partly explain why there is still a profound skepticism within neuroscience with 
respect to simulation approaches – in particular if they try to grasp brains as a whole. However, 
there is bibliometric evidence that the relative importance of computational approaches within 
neuroscience grows (Christen 2006; see also next section), probably reflecting a change in edu-
cation and training of (future) neuroscientists that, e.g., have backgrounds in physics and compu-
tational sciences.  

                                                           
1 To clarify the terminology used in this contribution: Models are abstractions of real-world structures and/or process-
es mostly in the form of mathematical equations or algorithms (although some models are physical, e.g. in hydrology). 
Simulations refer to the behavior of the model in time, whereas the equations or algorithms are usually implemented 
on a computer, requiring in most cases numerical approximations. Simulations may specify inputs, information han-
dling mechanisms, or outputs in order to allow for prediction, retrodiction, explanation or exploration. Due to the 
numerical nature of most simulation calculations, simulations can be understood as approximations of models. 
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There is a third lesson from this excursion into the history of the brain computer liaison. It refers 
to the idea that brain simulation may in the future reach a degree of complexity such that the 
simulation mimics brain functions that are considered to express deeply human competences like 
consciousness, imagination or moral concern. This is a well-known topos in science fiction liter-
ature and film, mostly in the sense that the “machine brains” endanger humanity – and it also has 
accompanied research communication on the intersection of neuroscience and computing ever 
since. The ethical importance of that point refers to the fact that, by referring to this possibility, 
brain simulations gain attractiveness as they allow a reference to various deep philosophical 
problems.2 It is tempting for neuroethicists to use the field of brain modeling as a “playing field” 
for (re-)discussion these topics. The problem, however, I see here is less the fact that such ad-
vanced brain simulations are still highly speculative, but that these discussions may cover more 
important normative issues that refer to the methodology of simulations.  

 

The need for brain simulations 

Given the incredible complexity of the human brain that involves the interplay of various organi-
zational levels (molecules, processes within cells, cell networks, networks of brain regions, con-
nections of the brain to its sensory, motor and metabolic periphery, behavior of organisms with 
brains), it would be tempting to state that brain simulations will just not be able to deliver the 
promised results, thus diminishing their ethical relevance. But this opinion misses the point in 
two ways. First, it is based on a wrong appreciation of what (future) brain models really are. It’s 
not primarily about simulating a specific brain process or function; it’s about structuring 
knowledge in a specific way. Second, it’s insufficient to focus the ethical analysis on the poten-
tial results of brain simulations, i.e. to make the relevance of the discussion dependent on the 
probability that these results actually can be achieved. The social process of generation and using 
simulations has normative implications, too. 

It is undisputed that models have an important role in neuroscience (Gerstner et al. 2012). Math-
ematical and computational approaches in neuroscience have a long tradition that can be fol-
lowed back to early mathematical theories of perception and of current integration by a neuronal 
cell membrane (e.g. the Hodgkin-Huxley model of neuronal spike generation). Their role was 
traditional in the sense that models and simulations were instrument to sharpen the understand-
ing of a specific phenomenon, e.g. which mechanism captures a relevant phenomenon measured 
in vivo. There is a huge spectrum of models in neuroscience; and also on the level of large-scale 
brain simulations, the methodologies, aims and neurobiological fidelity differ (De Garis et al. 
2010). Examples include the “Blue Brain” (Markram 2006), the “SyNAPSE project” (Systems of 
Neuromorphic Adaptive Plastic Scalable Electronics; Ananthanarayanan et al. 2009), a large-
scale model of the mammalian thalamocortical systems (Izhikevich & Edelman 2008), and the 
Spaun-model (Semantic Pointer Architecture Unified Network; Eliasmith et al. 2012).  

There are certainly controversies with respect to the relevance of these models for particular 
neuroscientific research questions. Those controversies, however, may hide that models and 
simulations more and more obtain new functions within neuroscience, namely as being the most 
                                                           
2 For example, the authors of the HBP report write: “Whatever the results of the project, they would profoundly influ-
ence current beliefs about the human mind, identity, personhood, and our capacity for control” (HBP Report 2012, 
93). 
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promising instrument to integrate knowledge gained on all levels of neuronal organization. It is 
indeed hard to imagine how neuroscience would be able to address the “big” questions of its 
field without this integrative perspective – an insight that in social neuroscience lead to the no-
tion of the “multi-level analysis” (Cacioppo & Decety 2011). Thus, it seems inevitable that mod-
els and simulations – both with respect to specific brain processes as well as a tool to organize 
knowledge – will play a central role in neuroscience. This is indeed the major aim of the Human 
Brain Project, as Markram points out: “We are not building a model; we are building a data in-
tegration strategy to render biologically realistic models. Blue Brain is a strategy to generically 
build brain models” (personal communication, February 21st 2013; for Christen 2013).  

There are three major points that have to be emphasized here: First, models understood in that 
way will become a predictive tool, i.e. they are used to guide what kind of experimental meas-
urements should be obtained in order to test theories. Second, models will become a communica-
tion tool, i.e. they generate a new type of evidence (visualizations, movies) that is both relevant 
in communication between scientists working on the various levels of brain organization as well 
as for informing the public. Third, modeling of this type requires a knowledge model, i.e. a struc-
tured access to data and data interpretations across all levels that will, due to the enormous num-
ber of publications in neuroscience,3 indispensably rely on automatized procedures of text min-
ing and the like. As I will show now, underestimated ethical challenges of brain simulations will 
refer to those three novel roles of simulations within neuroscience. 

 

The ethical challenges of brain simulations 

The ethical assessment of large-scale research projects is traditionally output-oriented, i.e. one 
analyses benefits and risks of potential results weighted with their likelihood of occurrence using 
some semi-structured normative reference scheme (e.g. principlism; Beauchamp & Childress 
2012). A paradigmatic example is the Human Genome Project’s Ethical, Legal and Social Issues 
(ELSI) program. Almost all of the more than 190 project financed in the ELSI frame had this 
orientation, referring e.g. to handling of genetic information, bench-to-bedside issues, or in-
formed consent (Meslin et al. 1997, ELSI 2000).  

Within ethics, it is certainly important to deal with potential consequences that the results of 
scientific endeavors may have. For example, referring to the Human Brain Project, advances in 
neuromorphic computing and neurorobotics could allow for a higher degree of machine autono-
my that may challenge our notion of responsibility (Christen 2004). But a focus on negative (and 
positive) consequences of the result of research is incomplete due to two reasons: First, evaluat-
ing the ethical relevance of the results requires an understanding of their genesis and the (often 
hidden) normative decisions that have been made in that process. This may also include a proac-
tive approach along the notion of value-sensitive design (Friedman 1997). Second, the research 
process itself may have side-effects that are not directly related to the intended goal of the pro-
ject, e.g. with respect to funding allocation, training, “working philosophies” and the like. Those 
side-effects can be of normative importance, too.  

                                                           
3 The promoters of the Human Brain Project estimate that the “publication body” relevant for the project 
consists of at least 30 million papers (HBP 2012, p. 37) 
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Referring to the novel role of simulations within neuroscience mentioned above, there are three 
ethical challenges for brain simulation. First, predictive models are an important extension of the 
classical hypothetic-deductive approach in science, because the deduction relies on a very com-
plex process that may not anymore be understandable for the experimenter conducting the empir-
ical tests. When simulations are guiding experiments, they also can misguide them, i.e. it will be 
essential to enable for close and intense collaboration between modelers and those who use them.  

Second, simulations as communication tools rely on conventions how to visualize the output 
generated by the simulation. It is crucial to understand that the step from the stream of numbers 
to the fancy pictures or movies that visualize the simulation result is accompanied by various 
decisions, allowing e.g. whether or not one can distinguish simulation results from empirical 
measurements.  

Third, the built-up of knowledge models, i.e. structured access to data and publications referring 
to the phenomena one wants to model, is connected to normative decisions – namely with re-
spect to what should be included in these knowledge libraries and what not. This selection pro-
cedure is different compared to the traditional one relying on peer review, as latter allows for 
contradicting knowledge. But when creating models, at some time one has to choose which 
mechanism one wants to build in and which one not. If this concerns only one or very few mech-
anisms, this may be unproblematic. But the more complex the models are and the more one has 
to rely on techniques like parametrization for making, e.g., the model feasible with respect to 
computation time, the more such decisions are necessary. Thus, there will be an incentive to 
“clean” the knowledge base from conflicting data, requiring a careful governance of building up 
the knowledge base for such large-scale simulations. This problem is aggravated when “con-
firmed” knowledge is questioned again – but when this knowledge is already deeply implement-
ed in simulation code, the effort for change is large, resulting in a temptation to neglect this dis-
crepancy.  

Experiences from climate modeling show that these concerns are not merely of a theoretical kind 
and that they do have ethical consequences. A study of Lahsen (2005) identified several pitfalls 
of climate modeling that are relevant for us. First, with respect to collaboration among modelers 
and empirical scientists, it was found that model developers typically are also model users. Be-
cause of the complexity of the models and of the phenomena they seek to represent, model de-
velopers build only parts of a model, integrating sub-models and representational schemes (‘pa-
rameters’) developed by other modeling groups. Even scientists (‘model users’) who are not 
primarily model developers typically modify the models they have obtained from elsewhere. 
This difficulty with distinguishing developers from users also complicates clear identification of 
the exact site of production. This increased specialization has reduced the amount of time model 
developers have to study the atmosphere by means of empirical data. In the meantime, it has also 
been observed that the empiricists whose role is checking models against empirical knowledge 
have been alienated from the models. Empiricists live in a culture that also involves humility 
about the accuracy of forecasts of atmospheric conditions, which they trace to experiences of 
regularly seeing synoptic and numerical weather forecasts proven wrong. They complain that 
model developers often freeze others out and tend to be resistant to critical input, living in a ‘for-
tress mentality’.  

Second, visualization indeed matters, as it has often been observed that (e.g. at conferences) it 
was unclear whether overhead charts and figures were based on observations or simulations. 
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This confusion of simulations with real data within the atmospheric sciences may be part of a 
more general phenomenon: similar conflation of simulations with ‘observations’, ‘samples’, and 
‘data’ has been identified in studies of scientists in other fields of research (Dowling 1999). Sim-
ulation techniques may especially encourage such conflation, however. For example, Stefan 
Helmreich’s ethnographic study of artificial life simulators (1998) revealed the powerful effect 
of simulations on the imagination of their creators and users. 

Third, the psychological and social investment in models and the social worlds of which the 
modelers are a part can reduce their critical distance from their own creations. Although such 
personal and professional investments are not unique to the field of modeling, the crucial role of 
experiments to validate models aggravates failures in critical distance, in particular when models 
obtain roles in predictions and as “guiders” for experiments. It is thus probable that this can have 
effects on building up the knowledge base that accompanies the modeling process. This problem 
is aggravated by the finding that, already in a time where codes were simpler, model codes are 
seldom subjected to peer review (Bankes 1993) and large-scale model studies are never replicat-
ed in their entirety by other scientists, because this would require them to re-implement the iden-
tical conceptual models. Replication in science is generally difficult (Collins & Pinch, 1993), and 
in the field of climate modeling, the exact reproduction of a climate model outcome will never 
happen due to the ‘internal model variability’ that results in chaotic dynamic perturbations. The 
nearest climate models come to close scrutiny of their subcomponents is in the comparison of 
international peer reviewed studies and a variability of models that converge in their findings. 

 

Conclusion 

In summary, the comparison with the experiences in climate modeling indeed shows that collab-
oration between modelers and empirical scientists are tricky, that visualizations tend to blur im-
portant differences and that various psychological mechanisms are at work that may undermine 
the critical function of the knowledge base that underlies the modeling process. It is thus not 
surprising that some of the critique raised against the political implications of climate modeling 
relied on these issues, e.g. with respect to the “climate-gate” controversy. There is admittedly 
much more to say on this debate – but the point here is merely that the practice of modeling in-
volves various critical issues that have the potential to undermine the function of models and 
simulations, in particular when they obtain political relevance. Given the enormous burden 
brain-related diseases have, it is likely that brain simulations will obtain such a political role, for 
example with respect to guide resource allocation for research in neurodegenerative diseases. It 
may even be possible that – in combination with approaches in personalized medicine – future 
brain simulations guide therapy decisions in individual patients, making the ethical impact im-
mediate.  

It’s important to mention here that these problems can be addressed, but that in particular the 
community of neuroethics, whose task is to critically accompany these new developments, may 
lack the competences in doing so. This relates to the fact that most promoters of neuroethics have 
a background in medicine and – as a member of the community since several years – thus focus 
on issues that relate to primarily medical problems like enhancement, incidental findings, or side 
effects of neurological interventions. But addressing the ethical challenges of brain simulation 
will require experts that grew up in a quite different culture shaped by information technology 
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and physics. Thus, the challenges of brain simulations are also a challenge for those, whose job it 
will be helping to avoid the ethical pitfalls in a methodology that will transform neuroscience 
significantly. 
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