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Abstract—Crowdsourcing, a distributed process that
involves outsourcing tasks to a network of people, is
increasingly used by companies for generating solutions
to problems of various kinds. In this way, thousands of
people contribute a large amount of text data that needs to
already be structured during the process of idea generation
in order to avoid repetitions and to maximize the solution
space. This is a hard information retrieval problem as the
texts are very short and have little predefined structure.
We present a solution that involves three steps: text
data preprocessing, clustering, and visualization. In this
contribution, we focus on clustering and visualization by
presenting a Hebbian network approach that is able to
learn the principal components of the data while the
data set is continuously growing in size. We compare
our approach to standard clustering applications and
demonstrate its superiority with respect to classification
reliability on a real-world example.

I. INTRODUCTION

Blogs, message boards, crowdsourcing forums, chat-
rooms, ... – the Web is full of platforms, where people
share information. The content on these platforms is
typically structured according to the temporal order of
the entries, leading to topical threads. With a growing
number of entries, users lose track of the information and
repetitions with regard to content are likely to occur. In
the case of crowdsourcing platforms, where contributors
submit ideas or solutions to a posted problem and the ini-
tiator of a crowdsourcing process (crowdsourcer) awards
the best contributions, repetitions are undesirable and the
lack of a general overview hinders the exploration of
the solution space. The crowdsourcer aims to gather a
huge variety of ideas, spanning a wide solution space that
maximizes the potential to find the best solution for the
problem posed. As a crowdsourcing process may yield
thousands of contributions, both the crowdsourcer and
the contributor face the tasks of structuring, classifying

and evaluating the contributions. These tasks should
be performed in real-time, i.e. during the submission
process.

This information retrieval problem involves the steps
preprocessing, clustering and visualization. The basic
methodology, as used for instance in internet search
engines, starts with a vectorization of the texts and
constructs a ’term by document’ or ’term frequency-
inverse document frequency’ (TF-IDF) matrix1[1], [2].
The matrix contains information about the occurrence of
each (semantically relevant) term in a document, based
on which, a proximity matrix for document clustering
can be constructed. An alternative to a TF-IDF matrix is
provided by probabilistic topic models [3] that are based
upon the idea that documents are mixtures of topics,
where a topic is a probability distribution over words
[2], [3]. The task of information retrieval then amounts
to inferring the model parameters from a given corpus
(i.e. set) of texts, i.e. the goal is to find the best set of
parameters that explain the observed data.

For the visualization of data from a document corpus,
a variety of methods have been suggested whose com-
monality is the idea of dimensionality reduction. Among
the most popular methods are multidimensional scaling
(MDS), self-organizing maps (SOM), or principal com-
ponent analysis (PCA). Depending on the characteristics
of the data set, certain approaches are favoured over
others [4].

Applying these standard methods to our problem is
faced with various challenges: First, the texts are usu-
ally very short (ideas are described mostly by one to
three sentences), lack formal structure, and are prone to
errors, sloppy writing, and multilingualism (ideas may

1In this document we treat ’text’ and ’document’ as well as ’word’
and ’term’ as synonymous expressions.



contain words of different languages). This means that
the information content per text is low and unstable
(i.e. may change dramatically if a misspelled word is
not recognized), which makes it difficult to compare
and group the texts such that the latent topics of each
group can be identified. Second, the number of topics
is high (as maximizing the number of topics is one of
the goals of the crowdsourcing process), which leads to
a high dimensional feature space. This complicates the
visualization task and consequently the identification of
yet unexplored topics, as the results have to be presented
in an easy-to-grasp visual form representing the basic
structure of the underlying textual space. Traditional
visualization techniques such as MDS or PCA are inade-
quate for this task, because they employ a 2-dimensional
projection with a high information loss. Third, the pro-
cess isdynamic, i.e. the number of texts and thus the
vocabulary and the number of topics increases with
time. The users need immediate, i.e. real-time, feedback
requiring efficient algorithms. Nonetheless, the visual-
ization should not display abrupt changes as they can be
confusing to users and crowdsourcers. Rather, changes
should happen continuously and almost imperceptibly.
In this contribution, we introduce a novel information
retrieval method that masters these challenges.

II. M ETHODS

A. Preprocessing

For preprocessing, we use well known methods from
natural language processing: The document corpus is
converted to a bag of word model [3] describing the
frequency of each word. A typical document corpus
consists of 300 to 1000 texts with an average length
of 54 words. Each text consists of a title, a number of
tags and a description. The texts are usually in German
without any additional information or structure. Non-
German words are translated using standard dictionaries
and orthographic errors are identified and corrected using
standard spelling checkers. Then, all documents are
transformed to lowercase. Technical sequences such as
URLs are removed and country specific characters (e.g.,
German umlauts) are replaced by corresponding letters
from the English alphabet. Each document is then split
into a sequence of single words (1-gram model). Words
without semantic information (stopwords) are removed
from the sequence [6], while the semantic content is
enriched by comparing the remaining words to an open-
source synonym data set [7] and replacing synonyms
by one word. Finally a German Porter stemmer [9] is
applied in order to replace words by their word stem.

The result is used to calculate the TF-IDF matrix
that consists of a term frequency part and a normalizing
factor which reduces the importance of very frequently
occurring terms (IDF part). The inverse document fre-
quency for the termi is defined as the logarithm of the
total number of documentsN in the corpus divided by
the number of documents containing the termni:

idf(i) = log(
N

ni

) (1)

The elementvdi of the TF-IDF matrix is then defined
as

vdi = tf(i, d) ∗ idf(i) (2)

where the term frequencytf(i, d) denotes how often
the termi occurs in documentd. The resultingN × l

matrix (wherel stands for the number of terms) gives a
description on how often a term occurs in a text. This
matrix serves as input for the clustering algorithm.

B. Clustering and Visualization

Our clustering method is based on a Hebbian network
approach that is able to learn the principal components
of the data in a continuous way. Several papers in natural
language processing already proposed using PCA. How-
ever, none of them considered the problem of a growing
dataset in a real-time environment. For the visualization
part, we had to find a way to embed several clusters, that
are almost equidistant in two dimensions. We propose a
ring-like structure for the rough structure, combined with
a PCA for the fine structure. To break the visual impres-
sion of proximity in 2D we use a differentiated colouring
of the clusters. Figure 1 illustrates the visualization part
of our algorithm by using data emerging from a compe-
tition of the crowdsourcing platform www.atizo.com. In
these competitions, companies request ideas for solving
specific business problems. The example refers to a
competition that generated 389 contributions (Fig. 1).
In the following, we will first describe the basic idea of
our algorithm and then we outline the role of Hebbian
learning as a means of making the basic algorithm
applicable in real-time.

Basic Algorithm: The algorithm is based on a PCA
consisting of two parts: the first part (steps 1-3) clusters
the dataset, the second part (steps 4-6) performs the
visualization. The steps can be summarized as follows:

1) Run a PCA (using the data from the TF-IDF ma-
trix) and reduce the feature space tok dimensions,
wherek is the number of clusters (for the choice
of k see below)



Fig. 1. Clustering result including a cluster description.A random
colour was applied to all points of a cluster. Black points represent
cluster centres.

2) Project all data items to the newk dimensional
space.

3) Assign each data item to the principal component
which has the biggest absolute coordinate value for
this item.

4) Place thek clusters on the unit circle with evenly
spaced arguments ranging from0− 2π.

5) For each cluster perform a 2-dimensional PCA,
using only the data assigned to this cluster.

6) Place all the data items according to their 2-
dimensional components and move the origin of
the coordinate system to the location of the cluster

This algorithm allows us to get a topical character-
ization of a cluster using the corresponding principal
component: each principal component represents a topic
consisting of a list of relevant terms. These relevant terms
are found by determining the most important loadings of
a principal component.

This basic algorithm has two drawbacks. First, it does
not allow an easy integration of new data – neither of
new features nor of new items – as the matrices must
be recalculated in order to adapt to new data. Second,
a single new data item is able to completely change
the result space (e.g. changing direction of an axis) if
standard PCA algorithms are used.

Inclusion of Hebbian Learning: To address these
drawbacks we implemented a Hebbian learning variant
of PCA in steps 1 and 5. Its solution is guaranteed to
converge towards a standard PCA solution [5]. In the

following, we only provide an outline of the generalized
Hebbian algorithm (GHA), for further details see [5]. To
start, we expectN ≥ 10 for the learning procedure. The
algorithm can be summarized as follows:

1) Initialize a neural network withl input neurons and
k output neurons.

2) Initialize the synaptic weightswji to small random
values with j = 1, 2, ..., k and i = 1, 2, ..., l.
Assign a small value to the learning rateη < 1
and setn = 1.

3) Choose an input vectorx randomly from the data
(corresponding to a row of the TF-IDF matrix).

4) Calculate the output according to

yj(n) =
l∑

i=1

wji(n)xi(n) (3)

whereyj(n) denotes the value of output neuroni
andxi(n) the input to neuroni.

5) Calculate∆w following the Hebbian learning rule

∆wji(n) = η[yj(n)xi(n)−yj(n)
j∑

k=1

wki(n)yk(n)]

(4)
6) Adapt the synaptic weightswji according to

wji(n+ 1) = wji(n) + ∆wji(n) (5)

7) Set n = n + 1 and repeat steps3 − 6 until
convergence.

After convergence, the synaptic weights of output
neuronj represent thej-th principal component. Using
GHA the system becomes adaptive to both increasing
number of documents and increasing number of features.
As soon as a new document introduces a new term
to the document corpora, a new input neuron is being
added to the network and therefore the network adapts
to the new feature space.

Choice of parameterk: An open question is how to
decide upon an optimalk. Various approaches such as
minimum description length (MDL) [8] were proposed to
decide upon this question. In our problem scope it seems
reasonable thatk should increase with an increasing
number of texts. It should be noted, however, that for an
optimal choice of k, not only machine learning concepts
but also insights from human perception and cognition
research have to be considered. Currently,k is chosen
manually such that the results can be interpreted by a
human being in a meaningful way. This is not a hard
criterion and thusk can vary. For the example in Figure
1 we chosek = 20.



III. R ESULTS

In order to evaluate the clustering performance of our
algorithm on a benchmark dataset, we used four compe-
titions from www.atizo.com. From each competition 50
contributions were randomly chosen and combined into a
single dataset. The task of the algorithm was to identify
the four clusters, i.e. to reconstruct the assignment of
the contributions to the competitions. We compared
our proposal with hierarchical Ward clustering and K-
means. To improve the results, the feature space was
reduced to 50 dimensions using a PCA before Ward
clustering and K-means were applied. As K-means and
hierarchical ward clustering showed similar results, we
only report the results of K-means. In order to quantify
the performance of the algorithms, we used confusion
matrices. The results show that our approach is able
to reconstruct all four competitions (Table I), whereas
K-means and hierarchical clustering are only able to
reconstruct one competition (Table II).

In addition, we compared both results to the reference
clusteringCref (defined by the competitions) using a
Jaccard coefficient [10]. The Jaccard coefficient for two
clusterings,C andCref , is defined as

J(C,Cref ) =
a

a+ b+ c
(6)

wherea is the number of pairs of items that are both
in C and Cref in same clusters,b is the number of
pairs that are only inC in same clusters, andc is the
number of pairs that are only inCref in same clusters.
Clearly, J(C,Cref ) ranges between 0 and 1, with a
value close to 1 signifying similar clusterings. For
our method a Jaccard coefficient of 0.64 is achieved,

Cluster 1 Cluster 2 Cluster 3 Cluster 4

Competition 1 48 0 1 1
Competition 2 0 45 2 3
Competition 3 0 6 36 8
Competition 4 0 0 4 46

TABLE I
CONFUSION MATRIX FORHEBBIAN PRINCIPAL COMPONENT

CLUSTERING

Cluster 1 Cluster 2 Cluster 3 Cluster 4

Competition 1 1 8 0 41
Competition 2 0 50 0 0
Competition 3 0 49 1 0
Competition 4 0 50 0 0

TABLE II
CONFUSION MATRIX FORK-MEANS CLUSTERING

whereas for K-means clustering the coefficient yields
only 0.32, demonstrating the superiority of our approach.

IV. CONCLUSION

We have presented a novel method for information
retrieval adapted to a hard problem in text data analysis
with low and instable information content of the single
documents and a high dimensional and increasing feature
space. The method outperforms standard clustering al-
gorithms with respect to classification reliability, has the
potential for real-time classification during a crowdsourc-
ing process, and provides an innovative visualization for
dealing with the problem of dimensionality reduction.
In order to implement and validate the method for real-
world applications, further steps are needed: First, the
clustering has to be validated with respect to accuracy
compared to manual clustering. Second, the method has
to be integrated into the routines of the crowdsourcing
web-interface and server infrastructure and prove its re-
liability and real-time capacity. Third, tests must demon-
strate the positive effects of using our methods with
respect to solution space exploration and improvement
of the innovation process through crowdsourcing.
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